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Motivation

Graph Matching in Computer Vision

Previous Works
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M = discrete one-to-one mapping constraint
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Tensor Marginalization Spectral Relaxation

(Zass and Shashua, CVPR' 08 Continuous Relaxation
Chertok and Keller, PAMI" 10) (Lee etal., CVPR’ 11)

(loss of information)

(Duchenne etal., CVPR’ 09)
(loose)

Continuous Solution

Projection onto M
e.g. Hungarian method
(typically lead to a loss of accuracy)

Discrete One-to-one Mapping
X € M
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Main Ideas

Our Tensor BCA Framework Proposed Algorithms

Main Concepts

@ An m-dimensional array F" is called an m-order tensor

e.g. a vector is an one-dimensional tensor, a matrix is a two-dimensional tensor, etc

@ One associate to any tensor F™ a multilinear form
F™:R" x ... x R" — R such that

F(x',...,x™) = Z F Xt XD (1)
iy .. im
When x' = ... = x™ = x, the resulting function
FT(x,...,X) = Z Filt imXiy « - - Xi )
it ..im

is called the m-order score function
Hypergraph Matching problem becomes:

3
T XiXiXk = F°(x,x,x
max Eijk FirxixixXi =| max F2(x, x, X) (3)




Main Ideas

Our Tensor BCA Framework Proposed Algorithms

Step 1: Lifting the tensor

Given F3 ¢ R™™" the lifted 4th order tensor F* is defined as

Fie = Fix+Fji+ Fig + Fia (1)
n

= F',xxx) = Fxx)> X )
i=1

Properties: If the new score function F4(x, X, X, x) is convex on R" then

4 _ 4 _ 4
x}“,z??éMF (x,y,2,1) —gg};F (X, x,y,y) = max F(x, x, X, x) 3)
Remarks:

@ Since > x; = constant Vx € M, it holds from (2)

1
F4(x, x,x,x) = F3(x, x,x
rxneaﬁ(,,,)rxneaﬁ(,,)

e The lifting step does not cause computational overload
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Our Tensor BCA Framework

Main Ideas
Proposed Algorithms

Algorithm 1: max F*(x,y, 7, 1)

ascent

Update x,y,z,t
in cyclic or-
der by BCA

X,y,z,teM

F*(x,y,2z,t) < max F*(u,u,u,u)

ue{x.y,z,t}

no ascent |
Ll

A

Homogenization step

1Yu= argmax F*(u,u,u,u)
ue{x,y,z,t}
Qx=y=z=t=u

ascent

l

v'Monotonic ascent for
F3(x,x,x)on M

v Convergence in finite
number of iterations

Tensor BCA for Hypergraph Matchi



Main Ideas

Our Tensor BCA Framework

Proposed Algorithms

Algorithm 1: max F*(x,
X,y,z,teM

ascent

F4(X7 y) Z? t) S

¥, 2,1)

max  F*(u,u,u,u)

ue{x.y,z,t}

Homogenization step

Update x,y,z,t
in cyclic or-
der by BCA

no ascent |
Ll

A

1Yu= argmax F*(u,u,u,u)
ue{x,y,z,t}
Qx=y=z=t=u

ascent

l

Algorithm 2: max F*(x, x,
X, yem

¥,Y)

velxy}

ascent
Homogenization step
Update x, y
. - no ascent | 4
in cyclic or- » 1) u = argmax F*(u, u, u, u)
der by BCA ue{x,y}
A x=y=u

ascent

v'Monotonic ascent for
F3(x,x,x)on M

v'Convergence in finite
number of iterations

v"Monotonic ascent for
F3(x, x,x) on M

v Convergence in finite
number of iterations




Main Ideas

Our Tensor BCA Framework Fraases Al

Step 2: Tackling the convexity assumption

Consider the following multilinear form:

xy)zt) + 62,0 + (X DY, 2)
3

Fr(x,y,z,t) == F(x,y,2,t) + o 1)

n
then F3,(x, x, X, x) is convex forany o >3, | > (F

2 . .
,.].k,) . Besides, it holds for all «
iy I=1

F(x, x,x,x) = F(x, x,x 2
max £, (x, X, X, X) = max F°(x, x, x) )

To reduce the influence of a:
@ Phase 1: run algorithm with « = 0

n
@ Phase 2: restart algorithm with o =3, | >~ (]—',;‘k,)2 with starting point
ikl
initialized from output of Phase 1
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Results

Matching Quality (CMU House Dataset)

@ 30 points are manually tracked over a sequence of frames of the same object taken at different view points
@ In Figures: Baseline = difficulty of the problem

30 points vs. 30 points
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Results

Matching Quality (CMU House Dataset)

@ 30 points are manually tracked over a sequence of frames of the same object taken at different view points
@ In Figures: Baseline = difficulty of the problem
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Results

Matching Quality (CMU House Dataset)

ours(A1) (10/10 " ours(A2) (10/1
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Results

Matching Quality (Car and Motorbike Dataset)
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Results

Matching Quality (Car and Motorbike Dataset)

RRWHM (28/34) Ours(A1) (28/34) Ours(A2) (34/34)
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Results

Conclusion

Our Contributions
@ a theoretically sound optimization framework for hypergraph matching

@ two state-of-the-art algorithms with theoretical guarantees

@ monotonic ascent for original score function on M
@ convergence in finite number of iterations

Main Ideas
@ lifting 3rd order tensor to 4th order higher order
@ multilinear optimization over one-to-one constraint

max_ Fh(X,Y,2,1) Algorithm 1
x,y,z,teM
[max Fa(x, X, x)]_)[max F4(x, X, X, x)]_)[max F‘;(x, X, X, X)
xeM xXeM XeM

Algorithm 2

Advantages
@ no projection at final step @ simple yet effective
@ flexible objective function
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